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Abstract – In the 2024 General Election, the 
Recapitulation Information System (SIREKAP) was 
used to capture the vote count results electronically. 
However, the use of SIREKAP raises various 
opinions in the community, both positive and 
negative, regarding the accuracy of the uploaded 
data.  This study aims to analyze public sentiment 
towards the use of SIREKAP in the 2024 Election 
through Twitter data, using the Naive Bayes and 
KNN algorithms. The results showed that the Naive 
Bayes algorithm was superior with an accuracy of 
93.37%, while KNN achieved an accuracy of 
77.92%. The novelty of this research is to conduct 
sentiment analysis and provide insight into how 
people perceive the use of SIREKAP in the 2024 
Election through Twitter data. 

Keywords – sentiment analysis, SIREKAP, naïve 
bayes, K-nearest neighbors, election. 

1. Introduction

Indonesia is a country that adheres to the 
democratic system [1]. In democracies, members 
of parliament as well as the president are elected 
through elections [2]. 
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These elections are regulated by Law No. 7/2017 
which emphasizes the principles of direct, general, free, 
secret, honest, and fair elections [3]. With the rapid 
development of technology, the electoral process has 
also been transformed. Many countries have adopted 
electronic systems to simplify the process of tallying 
election results and voting as a result of technological 
advances [4]. In Indonesia, the technology used is 
SIREKAP which captures the results of the Plano C 
calculation [5].  

However, the use of the SIREKAP application faces 
problems such as the inaccuracy of the uploaded data, 
which has led to various pro and con opinions. One 
form of media used to convey the aspirations and 
thoughts of the community is through social media [1]. 
In recent years, social media has become an effective 
tool for accommodating public opinion on issues that 
occur [6]. Platforms such as Facebook, Twitter and 
Google+ provide a platform for sharing views, reviews 
and ratings [7]. In particular, Twitter serves as a key 
platform for political discussion and deliberation [8]. 
Twitter, as the largest news source, with more than 250 
million active users per month, provides a user-friendly 
environment for expressing opinions and sharing 
viewpoints among users and can be a source of public 
views [9] [10]. Twitter gives users the ability to create 
instant messages that introduce ideas without any 
barriers. Twitter has about 500 million instant messages 
every day [11]. 

The massive amount of user-generated content on 
the twitter platform provides an opportunity to measure 
public sentiment towards products, services, events and 
famous personalities. Sentiment analysis, also known as 
opinion mining, plays an important role in 
understanding and analyzing this large amount of 
textual data. Sentiment Analysis can be used by 
following and describing the text polarity (positive, 
negative, and neutral) of tweets to build a general view 
on relevant topics [12] [13]. Based on previous 
research, many researchers have explored text data by 
classifying it to generate important information. 
Various machine learning methods can be applied to 
text classification tasks [9].  
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In sentiment analysis, machine learning 
classification methods for text such as Naïve 
Bayes, Support Vector Machine, Logistic 
Regression, and Lexicon Based, are used to find 
the best results [14].  

In previous research [15] Sentiment analysis 
has been carried out on user reviews of the 
SIREKAP application on the Play Store using the 
Random Forest Classifier algorithm with 5000 
data, resulting in an accuracy of 74%. Other 
research [4] has also analyzed the sentiment of 
SIREKAP application user reviews on the Play 
Store using the Naïve Bayes and Support Vector 
Machine (SVM) algorithms, with 2362 data. Both 
algorithms produce the same accuracy of 72%, but 
SVM is superior in precision and recall. 

Based on these problems, this research was 
conducted to analyze sentiment towards the use of 
SIREKAP in the 2024 elections by comparing the 
performance of two algorithms, namely Naïve 
Bayes and K-Nearest Neighbors (KNN), with the 
aim of understanding people's perceptions and 
reactions to the use of SIREKAP in the 2024 
elections and evaluating the performance of the 
two algorithms in classifying sentiment. The 
research data to be used amounted to 2793, which 
was obtained from Twitter or X. 

2. Methodology  
 

In this research, Naïve Bayes and K-Nearest 
Neighbors algorithms are used for the 
classification of public sentiment towards the 
SIREKAP application. The steps involved are 
illustrated in Figure 1. The research begins with 
the collection of Twitter data related to SIREKAP, 
and then pre-processing and labeling stages are 
performed to categorize the data as positive, 
negative, or neutral. Next, feature extraction is 
performed using the TF-IDF method to determine 
the importance of words in a document relative to 
the entire document set. After that, the data is 
divided into two parts: training data and testing 
data. Classification is performed using Naïve 
Bayes and K-Nearest Neighbors algorithms. After 
that, the model is tested and evaluation results are 
obtained. Visualization is used to provide a deeper 
understanding of the sentiment analysis results of 
the SIREKAP application on Twitter. 

 
A. Data Collection 

The data collection process was done through 
crawling with the Tweet Harvest tool, using 
Twitter authorization tokens. Crawling is a process 
used to collect data from the internet domain. The 
process involves automated software called a web 
crawler or spider, which systematically browses 

the web, following links between web pages, and 
collecting information along the way [16]. Data 
crawling began on February 14, 2024, coinciding with 
the simultaneous elections, until March 20, 2024, when 
the election results were announced. 

 
B. Pre-Processing 

The pre-processing stage in this research aims to 
remove tweets that are problematic during data 
collection and select features in the form of words or 
terms. The pre-processing process is done using Python 
on Google Colab and involves several steps: Cleaning, 
Case Folding, Normalization, Stopword, Tokenization 
and Stemming. The following is an explanation of the 
pre-processing steps applied in this research [1]: 
a. Cleaning 

It is the process of removing unnecessary variables, 
such as URLs, hashtags, usernames, and duplicated 
data.   

b. Case Folding is a step to convert all letters in a 
sentence into lowercase letters.  

c. Normalization is the process of adjusting 
inappropriate or non-standard words into standard 
word forms based on the Big Indonesian Dictionary 
(KBBI), for example to correct typos. 

d. Stopword 
This process aims to remove words that have no 
significant meaning or are not related to the topic 
under discussion. Stopword processing is done using 
the NLTK library for Bahasa Indonesia available in 
Python. 

e. Tokenization is the process of dividing a sentence 
into a series of words. Each sentence is broken down 
into words separately, and symbols and numbers are 
removed.  

f. Stemming is the process of finding the root word of 
a word. In this stage, all affixes such as prefixes, 
inserts, suffixes, and duplications are removed. The 
goal is to obtain the basic form of the word.  
 

C. TF-IDF 
TF-IDF is one of the most commonly used 

weighting methods to measure the relatedness between 
words and documents. This technique is widely used in 
word feature extraction. However, TF-IDF is an 
unsupervised method that does not utilize known class 
information from the training dataset when assigning 
weights to a term, so the resulting weights may not 
fully reflect the importance of the term in the 
classification task [17]. 

 
D. Naïve Bayes 

Naïve Bayes is a classification method that uses 
Bayes' Theorem to predict the category of data. This 
method works under the assumption that every feature 
in the data is not related to each other.  



SAR Journal. Volume 7, Issue 3, Pages 204-212, ISSN 2619-9955, DOI: 10.18421/SAR73-06, September 2024. 
 

206                                                                                                                                   SAR Journal – Volume 7 / Number 3 /2024. 

Simply put, Naive Bayes assumes that the 
presence of a feature in a category does not affect 
the presence of other features in that category [8]. 

This method performs a simple probability calculation 
to estimate the likelihood of a data belonging to a 
certain category [18].  

 

 
Figure 1. Research Stages

E. K-Nearest Neighbors 
K-Nearest Neighbors or K-NN is a machine 

learning algorithm that classifies new objects 
based on a set of k nearest neighbors. In the K-
Nearest Neighbor algorithm, the class that appears 
most frequently among the nearest neighbors will 
be the classification result [9]. The steps of this 
algorithm include: first, determining the parameter 
k, which is the number of nearest neighbors. Then, 
calculate the distance of the object to the training 
data and sort them in ascending order (from 
highest to lowest value). Finally, it collects the 
classes of the nearest neighbors according to the 
value of k and uses the most occurring category to 
predict the class [19]. KNN is one of the most 
popular Machine Learning algorithms applied in 
various fields. It classifies new test points based on 
the "k" nearest previously classified data points. If 
k=1, this approach is called nearest neighbor [20]. 

 
F. Evaluation 

After the classification process is complete, the 
next step is to test the model using the confusion 
matrix. The confusion matrix is a useful and 
comprehensive representation of a classifier's 
performance on a data set that has known labels 
[21].  Confusion matrix is an important evaluation 
tool in statistical modeling, especially in the 
context of machine learning classification models. 
It helps assess the performance of a classification 
model by comparing the model's predicted results 
with the actual class of the data. Confusion matrix 
consists of four main components [4], namely:  

1) True Positive (TP) is the number of samples that 
are truly positive and accurately predicted by the 
model. 

2) True Negatives (TN) is the number of samples 
that are truly negative and also correctly 
predicted by the model. 

3) False Positive (FP) is the number of samples that 
are actually negative but predicted as positive by 
the model (type I error). 

4) False Negative (FN) is the number of samples 
that are actually positive but predicted as negative 
by the model (type II error). 
 

G. Visualization 
The results of sentiment analysis are displayed 

visually to provide an overview or general information 
about sentiment data related to the 2024 general 
election SIREKAP application, and the visualization 
results are displayed in the form of histograms, word 
clouds, and bar charts [22]. 

3. Results 
 

This research divides the data into training data and 
test data. Training data is used to build a classification 
model, while test data is used to test the performance of 
the model. Data splitting is done using the split data 
method with a ratio of 90:10, 80:20, 70:30, 60:40, and 
50:50 to find the best values for accuracy, precision, 
and recall. Sentiment analysis uses two calculation 
methods: Google Colab and RapidMiner Studio.  

 
 
 



SAR Journal. Volume 7, Issue 3, Pages 204-212, ISSN 2619-9955, DOI: 10.18421/SAR73-06, September 2024. 

SAR Journal – Volume 7 / Number 3 /2024.                                                                                                                                   207 

The use of these two tools is expected to 
improve the efficiency and final results of 
sentiment analysis, as previous experience with 
Google Colab did not result in optimal 
performance in terms of accuracy, precision, and 
recall. 
 
A. Data Collection 

The data collected were public comments about 
the SIREKAP application on Twitter, using the 
keyword "SIREKAP" and focused on tweets.  The 
data collection process was done through crawling 
with the Tweet Harvest tool, using Twitter 
authorization tokens. Crawling results in 2,793 
data that includes 15 pieces of information, such as 
username, tweet details, and creation date. 

B. Pre-Processing 
The following are the results about the pre-

processing stages applied in this study: 
a. Cleaning 

In the cleaning process, the amount of initial 
data totaling 2793 changed to 2775 data. The 
results of data cleaning can be seen in Table 1. 

Table 1. Cleaning Process Result 
 

Before After 
PEMILU 2024 Bawaslu 
Sarankan KPU Hentikan 
Penayangan Informasi 
Sirekap Bawaslu telah 
mengirimkan surat berisi 
saran kepada KPU untuk 
menghentikan penayangan 
Sirekap. Baca Kompas 
https://t.co/pkIBLhPuvz 
@hariankompas 

PEMILU 2024 Bawaslu 
Sarankan KPU Hentikan 
Penayangan Informasi 
Sirekap Bawaslu telah 
mengirimkan surat berisi 
saran kepada KPU untuk 
menghentikan 
penayangan Sirekap Baca 
Kompas 

 
b. Case Folding  

Case Folding is a step to convert all letters in a 
sentence into lowercase letters. The following 
results of case folding can be seen in Table 2. 

Table 2. Case Folding Result 
 

Before After 
PEMILU 2024 Bawaslu 
Sarankan KPU Hentikan 
Penayangan Informasi 
Sirekap Bawaslu telah 
mengirimkan surat berisi 
saran kepada KPU untuk 
menghentikan penayangan 
Sirekap Baca Kompas 

pemilu 2024 bawaslu 
sarankan kpu hentikan 
penayangan informasi 
sirekap bawaslu telah 
mengirimkan surat berisi 
saran kepada kpu untuk 
menghentikan 
penayangan sirekap baca 
kompas 

 
 
 
 

c. Normalization  
This process uses Python operators and dictionaries 

to manage the dataset by normalizing abbreviations and 
slang. The dictionary used is a dictionary created by 
researchers based on the findings of typo words from 
the dataset in the ".txt" file format. The following 
results of normalization can be seen in Table 3. 

Table 3. Normalization Result 
 

Before After 
pemilu 2024 bawaslu 
sarankan kpu hentikan 
penayangan informasi 
sirekap bawaslu telah 
mengirimkan surat berisi 
saran kepada kpu untuk 
menghentikan 
penayangan sirekap baca 
kompas 

pemilu 2024 bawaslu 
sarankan kpu hentikan 
penayangan informasi 
sirekap bawaslu telah 
mengirimkan surat berisi 
saran kepada kpu untuk 
menghentikan 
penayangan sirekap 

 
d. Stopword 

Stopword processing is done using the NLTK library 
for Indonesian available in Python. In addition, the 
researcher also performed a manual stopword removal 
process on the dataset to get maximum results, because 
automatic processing using Python is not always 
accurate or in accordance with the specific needs of the 
dataset. Table 4 shows the results of this word filtering 
process. 

 
Table 4. Stopword Result 
 

Before After 
pemilu 2024 bawaslu 
sarankan kpu hentikan 
penayangan informasi 
sirekap bawaslu telah 
mengirimkan surat berisi 
saran kepada kpu untuk 
menghentikan 
penayangan sirekap 

pemilu 2024 bawaslu 
sarankan kpu hentikan 
penayangan informasi 
sirekap bawaslu 
mengirimkan surat berisi 
saran kpu menghentikan 
penayangan sirekap 

 
e. Tokenization  

Each sentence is broken down into words separately, 
and symbols and numbers are removed. However, in 
this research, numbers have important meaning and 
should not be removed. Therefore, the tokenization 
process will be performed without removing numbers, 
in order to retain relevant information and support the 
analysis. The results of this process are shown in Table 
5. 
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Table 5. Tokenization Result 
 

Before After 
pemilu 2024 bawaslu 
sarankan kpu hentikan 
penayangan informasi 
sirekap bawaslu 
mengirimkan surat berisi 
saran kpu menghentikan 
penayangan sirekap 

['pemilu', '2024', 
'bawaslu', 'sarankan', 
'kpu', 'hentikan', 
'penayangan', 'informasi', 
'sirekap', 'bawaslu', 
'mengirimkan', 'surat', 
'berisi', 'saran', 'kpu', 
'menghentikan', 
'penayangan', 'sirekap'] 

 
f. Stemming  
In this study, we used the Python library Sastrawi 
to stem the text in the dataset, which allowed us to 
reduce word variation and focus on analyzing the 
deeper meaning of the text. The results of this 
process are shown in Table 6. 
 

Table 6. Stemming Result 
 

Before After 
['pemilu', '2024', 
'bawaslu', 'sarankan', 
'kpu', 'hentikan', 
'penayangan', 
'informasi', 'sirekap', 
'bawaslu', 
'mengirimkan', 'surat', 
'berisi', 'saran', 'kpu', 
'menghentikan', 
'penayangan', 'sirekap'] 

['pemilu', '2024', 
'bawaslu', 'saran', 'kpu', 
'henti', 'tayang', 
'informasi', 'sirekap', 
'bawaslu', 'kirim', 'surat', 
'isi', 'saran', 'kpu', 'henti', 
'tayang', 'sirekap'] 

 
C. TF-IDF 

This stage assigns a value to each word that shows 
how often the keyword or other terms appear in the 
document. The following results of the feature 
extraction process using TF-IDF can be seen in Figure 
2. 

 
 

Figure 2. TF-IDF Result 

D. Naïve Bayes 
In this study, the results of sentiment analysis 

using Naïve Bayes algorithm are compared 
between two platforms, namely Google Colab and 
RapidMiner, based on three metrics: accuracy, 
precision, and recall. RapidMiner showed superior 
performance by achieving an accuracy of 93.37%, 
which is much higher than the 50.00% accuracy 
achieved by Google Colab. In terms of precision, 
RapidMiner was also superior with a precision rate 
of 93.60%, while Google Colab only reached 
70.00%. In addition, RapidMiner showed 
superiority in recall with a value of 94.05%, 
compared to 39.00% on Google Colab. 

These results show that RapidMiner provides 
better performance for all three metrics measured. 
Therefore, it can be concluded that RapidMiner 
has significant advantages in terms of accuracy, 
precision, and recall compared to Google Colab, 
making it a better choice for sentiment analysis 
using the Naïve Bayes algorithm. 

 

E. K-Nearest Neighbors 
The results of sentiment analysis using the K-

Nearest Neighbor (KNN) algorithm between two 
platforms, namely Google Colab and RapidMiner, 
based on three metrics: accuracy, precision, and recall. 
The KNN algorithm is used to classify new objects 
based on the attributes and training samples closest to 
the object, with the selected k values being 21, 23, and 
25. 

The results show that RapidMiner produces better 
performance with an accuracy rate of 77.92%, which is 
significant compared to the 55.00% accuracy achieved 
by Google Colab. In terms of precision, RapidMiner 
also excelled with a precision rate of 79.19%, while 
Google Colab only achieved 56.00%. RapidMiner also 
performed better in recall, achieving 73.62% compared 
to the 50.00% achieved by Google Colab. 

From these results, it can be concluded that the 
model implemented using RapidMiner (with a 50:50 
ratio and a K=21 value) performs better than the model 
implemented using Google Colab (with an 80:20 ratio 
and a K=23 value) in all measured metrics: accuracy, 
precision, and recall.  
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Therefore, for the datasets and experiments 
conducted, RapidMiner provided superior and 
consistent performance in all aspects of evaluation. 
The selection of K=21 proved to be the optimal 
choice for this dataset, indicating that the KNN 
model was able to capture the patterns in the data 
well and provide a good balance between 
classification accuracy and completeness. 

F. Evaluation 
The performance evaluation results show that 

RapidMiner provides the best performance for both 
algorithms used. RapidMiner excels at managing big 
data and provides features that make sentiment analysis 
easy, making it a highly efficient tool. Therefore, 
algorithm comparisons were conducted on the 
RapidMiner application to ensure the most accurate and 
efficient results.   

 
 

Figure 3. Comparison of Naive Bayes and KNN Algorithms 

Figure 3 shows the comparison of the best 
results between K-Nearest Neighbors (KNN) and 
Naïve Bayes algorithms in RapidMiner application 
based on three evaluation metrics: accuracy, 
precision, and recall. In this study, the Naïve 
Bayes algorithm showed better performance than 
the previous study, with accuracy reaching 
93.37%, precision 93.60%, and recall 94.05%. On 
the other hand, the results of the K-Nearest 
Neighbors (KNN) algorithm showed less optimal 
performance, with an accuracy of 77.92%, 
precision of 79.19%, and recall of 73.62%. This 
study uses data from Twitter and applies Naïve 
Bayes and KNN algorithms that are different from 
previous research. The findings highlight the 
superiority of Naïve Bayes in sentiment analysis, 
particularly in the context of Twitter data, and 
underscore the importance of selecting the 
appropriate algorithm to achieve optimal results in 
data analysis. 

 
G. Visualization 

In this research, the visualization stage uses the 
Matplotlib and Seaborn libraries. The following 
visualization results in this research can be seen in 
Figure 4. 

 

 
Figure 4. Histogram of Sentiment Score 

 
Figure 4 displays a histogram of the sentiment score 

distribution, with kernel density estimation (KDE) 
curves to smoothen the distribution picture. The 
horizontal axis (X) shows the sentiment scores from -
1.0 (negative) to 1.0 (positive), with zero as the neutral 
sentiment. The vertical axis (Y) shows the frequency of 
sentiment scores within each bin of the histogram. 
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Figure 5. WordCloud Positive Sentiment 

Figure 5 shows the words that frequently 
appear in texts with positive sentiments. Larger 
words such as "sirekap, "no", "vote", "kpu", and 
"two" show high frequency in positive texts. 

 

 
 

Figure 6. WordCloud Negative Sentiment 

Figure 6 displays the frequency of words in the 
text with negative sentiments related to a particular 
topic. Larger words such as "sirekap", "kpu", 
"two", "twenty", and "thousand" show high 
frequency tendencies in negative contexts. 

 

 
 

Figure 7. WordCloud Neutral Sentiment 

Figure 7 displays the frequency of words in the 
text with neutral sentiment. Larger words such as 
"sirekap", "kpu", "two", "twenty", and "thousand" 
show high frequency in the neutral context. 

 
Figure 8. Number of Each Sentiment 

Figure 8 shows the results of the sentiment analysis 
on "sirekap". This diagram divides the sentiment into 
three categories: negative, positive and neutral. 
Negative sentiment has the highest number of tweets, at 
1273, indicating a majority of negative sentiment 
towards SIREKAP. Positive sentiment recorded 796 
tweets, indicating a significant amount of positive 
sentiment although less than negative sentiment. 
Neutral sentiment recorded 707 tweets, indicating that 
there is also neutral sentiment towards SIREKAP. This 
diagram provides an overview of how SIREKAP is 
received by the public based on the sentiment analysis 
of the collected tweets. 

4. Discussion 
 

This study uses different data and algorithms from 
previous studies, namely Twitter data and Naïve Bayes 
and KNN algorithms. The results emphasize the 
superiority of Naïve Bayes in sentiment analysis, 
especially in the context of Twitter data, and show the 
importance of selecting the right algorithm to achieve 
optimal results in data analysis. 

In addition, few previous studies have conducted 
sentiment analysis on the SIREKAP application, so this 
research makes a significant contribution in expanding 
the understanding of sentiment analysis on the 
platform. Furthermore, by using Twitter data as the 
basis of analysis, this research is able to capture 
sentiment dynamics and patterns that may not be visible 
in data from other sources, adding practical value and 
relevance to the results obtained. 

5. Conclusion 
 

This research successfully developed and 
implemented a sentiment analysis model of SIREKAP 
using Naive Bayes and K-Nearest Neighbors (KNN) 
algorithms. The results show that Naive Bayes is 
superior with 93.37% accuracy, 93.60% precision, and 
94.05% recall, compared to KNN which has 77.92% 
accuracy, 79.19% precision, and 73.62% recall.  
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Out of 2,793 data, negative sentiment 
dominates with 1,273 data, followed by positive 
sentiment with 796 data, and neutral sentiment 
with 707 data. This shows that user reviews are 
more critical of SIREKAP. 

This research emphasizes the importance for 
SIREKAP developers to pay attention to users' 
criticism to improve the quality of the platform. 
The contribution of this research is significant in 
sentiment analysis in Indonesia, especially in 
monitoring and evaluating digital applications 
such as SIREKAP. The results can help developers 
understand user feedback more deeply and 
quickly, and provide a basis for further research in 
improving the performance of classification 
models and other more adaptive techniques. It is 
hoped that further development will involve more 
diverse data and other machine learning techniques 
for more optimal and comprehensive results. 
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