
SAR Journal. Volume 6, Issue 3, Pages 149-153, ISSN 2619-9955, DOI: 10.18421/SAR63-02, September 2023. 

SAR Journal – Volume 6 / Number 3 /2023.                149 

Handling Multicollinearity on Social 
Spatial Data Using Geographically  

Weighted Random Forest  
Binti Kurniati 1, Yuliani Setia Dewi 1, Alfian Futuhul Hadi 1

1 Faculty of Mathematics and Natural Sciences Univerisity of Jember, Indonesia 

Abstract – Crime includes all kinds of harmful acts 
that violate the laws in force in Indonesia as well as 
social and religious norms. The crime total is the 
number of incidents reported to the police, obtained 
from public reports and events where the perpetrators 
were caught red-handed by the police. We can use the 
Poisson model  to analyze the data, but the existence of 
spatial heterogeneity in the data makes the model less 
accurate. This research investigates the methods when 
there is spatial heterogeneity in the data by using 
Geographically weighted regression (GWR), 
Geographically Weighted Poisson Regression (GWPR) 
and Geographically Weighted Random Forest (GW-
RF). We compare the GWR, GWPR, and GW-RF 
models for criminal cases in East Java in handling 
multicollinearity in the data. The results of this study 
indicate that the GW-RF model is better for modeling 
criminal cases with the smallest RMSE and MAPE 
values and an R-Square value close to 1. Based on the 
three most important variables in each location, they 
form six groups of regencies/cities in East Java, 
Indonesia.   The variables vary between groups and the 
poverty severity index is not included in the three most 
important variables in all locations. 
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1. Introduction

Crime is a significant issue in developing nations, 
including Indonesia. The numerous news articles 
about criminal acts in print and social media 
demonstrate how commonplace crime is in 
Indonesia. In 2020, there were many criminal cases 
in Indonesia. With 17,642 crimes reported in 2020, 
East Java Province is one of Indonesia's top three 
criminal-involved regions [1]. The government has 
taken several steps to prosecute offenders and 
prevent crime. Still, more has to be done, specifically 
by looking at the factors contributing to crime 
development. 

Prior studies on the causes of crime, specifically 
[2], found that the variables Gross Regional 
Domestic Product (GRDP) per capita, unemployment 
rate, population density, and poverty significantly 
influenced East Java's crime. Using the path analysis 
approach, [3] evaluated the variables affecting the 
crime rate in Indonesia in 2018. They found that the 
population and poverty variables have a substantial 
impact, whereas the education and unemployment 
variables have no significant effect. This research 
was conducted in a single geographic area, assuming 
the observation sites had similar regional conditions. 
Due to geographical, sociocultural, and other 
considerations, each observation location has unique 
regional properties. This difference in characteristics 
allows  spatial heterogeneity. This spatial 
heterogeneity occurs when one or more independent 
variable do not give the same responses at different 
locations within the research study area [4]. 

One of the data types that can include geographic 
heterogeneity is a crime data. Therefore, we use the 
Geographically model approach for the proper 
modeling. The GWR method is a local variation of 
linear regression that computes the parameter 
estimates using a spatial weight at each location. The 
research by Anjas and Kencana [5] studied  multiple 
linear regression and  GWR to examine pneumonia 
cases in East Java.  
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To obtain the optimal GWR model, another study 
used five independent variables and a fixed bisquare 
weighting function to model Leptospirosis 
susceptibility in Bantul Regency [6]. The short birth 
intervals case in Ethiopia uses the GWR method 
using five independent variables [7]. Another method 
for modeling the problem of spatial heterogeneity is 
Geographically Weighted Poisson Regression 
(GWPR), a development of Poisson regression. 
Previous research regarding the GWPR method [8] 
tested the health services of tuberculosis cases in 
Vietnam. The results of this study show that the 
GWPR method adjusts data better than the GLM 
regression method.  

Geographically Weighted Random Forest is 
another approach to address the issue of spatial 
heterogeneity (GW-RF). The GW-RF approach uses 
spatial weighting and is a random forest variation [9].  
Analyzing  the regional variability of type 2 diabetes 
mellitus (T2D) prevalence in the United States 
results that the GW-RF technique has a significant 
chance of explaining regional variability and 
forecasting the prevalence of T2D using six key 
variables [10]. The GW-RF approach to study 
socioeconomic factors and poverty in China  finds  
that the geographically weighted random forest is 
better than the random forest based on the R-square, 
NRMSE, and MAE values [11].  

GWR, GWPR, and GW-RF approaches can handle 
spatial heterogeneity in a data set. This research 
compares the GWR, GWPR, and GW-RF 
methodologies to analyze how crime develop in East 
Java using the year 2020 crime data. 
 
2. Method 

 
We investigate the GWR, GWPR, and GWRF 

methods for analyzing crime cases in East Java, 
Indonesia. We use some kernels for GWR and 
GWPR processes and use an adaptive kernel for the 
technique based on machine learning (GWRF). 
 
2.1.  Data Sources 

 
This study uses secondary data from the Central 

Statistics Agency of East Java Province 2020 [1]. 
The observation units used in this study are 29 
regencies and nine cities in East Java, Indonesia. This 
study uses one response variable, the reported crime 
number (crime total) and six predictor variables: the 
percentage of poor people (X1), population density 
(X2), human development index (X3), average length 
of school (X4), gender ratio (X5), and poverty 
severity index (X6). 

 
 
 

2.2. Analysis Method 
 

This research uses the GWR, GWPR, and GW-RF 
methods and compare them in handling 
multicollinearity in the data. The following are the 
steps taken in this research. 

 
1.        Performing descriptive statistical analysis. 
2.  Testing the classical assumption, multicollinearity 

and spatial heterogeneity. The multicollinearity 
test based on the VIF value [12]. We use the 
Breusch-Pagan test to detect spatial 
heterogeneity with significance  level 𝛼 =
0.05. 

3.   Modeling GWR using the equation 
        𝑦𝑖 = 𝛽0(𝑢𝑖,𝑣𝑖) + ∑ 𝛽𝑘(𝑢𝑖,𝑣𝑖)𝑚

𝑘=1 𝑋𝑖𝑘 + 𝜀𝑖 ;  (1) 
 𝑖 = 1,2, … ,𝑛                                                        
         We use Euclidean to calculate the distance 

between locations and the Cross Validation 
(CV) method to find the weight. We use 
several kernels, namely Adaptive Gaussian, 
Adaptive Bisquare, and Fixed Gaussian [4]. 
Determining optimum bandwidth based on the 
smallest Akaike Information Criterion (AIC) 
value. Estimating the parameters of GWR 
model uses the Weighted Least Square (WLS) 
method. We specify the RMSE, R-square (𝑅2), 
and MAPE values for measuring the model's 
goodness of fit. 

4. Modeling GWPR [13] using the equation 
𝜇𝚤�

= exp��𝛽𝑗(𝑢𝑖, 𝑣𝑖)
𝑘

𝑗=0

𝑋𝑖𝑗� ,

       

                        (2) 

𝑖 = 1,2, … ,𝑛   
         The same procedure as GWR model, we 

conduct to GWPR model. 
5. We analyze the model using the GW-RF 

method with the following steps: 
a. Finding the optimum bandwidth and weights 

uses the adaptive kernel function. Determining 
the optimum bandwidth value based on the R-
square. The adaptive kernel function is based 
on the number of nearest neighbors in an 
observation area [14]. 

b. We calculate the RMSE, R-square (𝑅2), and 
MAPE values to measure the goodness of fit. 

6. We compare the GWR, GWPR, and GW-RF 
models by selecting the best model using the 
RMSE, R-square (𝑅2), and MAPE values. 

7. We find the variables importance and  group of 
locations based on the three highest- variables 
importance from the best model. 
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3. Results 
 

 Descriptive statistical analysis (Table 1) 
determines the characteristics of each variable. The 
total crime variable (Y) has an average of 600, with 
the highest crime of 1850 cases in Malang Regency 
and the lowest is 70 cases in Batu City. 

 
Table 1. Descriptive Statistics Results 
 

Variable Average Variance Minimum 
Value 

Maximum 
Value 

𝑌 600.2 187763.5 70 1850 
𝑋1 11.02 20.864 3.890 22.780 
𝑋2 1923 4441299 295 8200 
𝑋3 71.87 25.465 62.700 82.230 
𝑋4 7.94 2.340 4.850 11.140 
𝑋5 97.20 6.493 90.750 101.20 
𝑋6 0.49 0.079 0.100 1.300 

 

We calculate the value of the Variance Inflation 
Factor (VIF) to find the multicollinearity between 
independent variables. A VIF value greater than 10 
indicates a high correlation [15].  

 
Table 2. VIF Values 

 

Variable VIF Values 

𝑋1 7.021614 
𝑋2 3.422645 

𝑋3 23.155702 

𝑋4 24.078785 

𝑋5 1.966448 
𝑋6 3.706591 

 
Table 2 shows symptoms of multicollinearity 

between independent variables, the VIF values for 
the variables X3 and X4>10. 

Heterogeneity test is related to spatial 
heterogeneity, where there are differences in 
characteristics between locations. The Breusch-
Pagan (BP) tests this heterogeneity. Based on the 
tests, the 𝑝 − 𝑣𝑎𝑙𝑢𝑒 is 0.04808, so it rejects H0, 
which means there are differences in variance 
between locations so that spatial heterogeneity 
occurs. 

 
3.1. Geographically Weighted Regression (GWR) 

Modeling 
 

The GWR method determines the optimum 
bandwidth value to find the weight and build the 
model. This research obtains the best weight by 
finding the optimum bandwidth by looking at the 
minimum AIC and   Cross Validation (CV) value. 

Table 3. Optimum Weight Selection GWR Model 
 

Kernel AIC Bandwidth CV 
Adaptive 
Gaussian 

561.4777 0.999945 7105097 

Adaptive 
Bisquare 

561.9788 0.999950 7146959 

Fixed 
Gaussian 

561.4627 18.38921 7098748 

 
Based on Table 3,  the weight with the minimum 

AIC value is the fixed Gaussian kernel function 
equal to 561.4627 with an optimum bandwidth of 
18.38921. The next step is to estimate the 
parameters of the GWR model based on the fixed 
Gaussian kernel function. 

Here the examples of the interpretation of the 
GWR model for Jember Regency based on the 
predicted model: 

 
𝑦� = −11729.07− 16.347𝑋1 + 0.0229𝑋2 

         +122.445𝑋3 − 347.322𝑋4 + 66.420𝑋5 
         −452.960𝑋6 

 
Based on this model, it shows that in Jember 

Regency, the variables of population density (𝑋2), 
human development index (𝑋3), and sex ratio (𝑋5) 
have a positive relationship with the crime total. In 
contrast, the variable percentage of the poor 
population (𝑋1), the average length of schooling 
(𝑋4), and the poverty severity index (𝑋6) have a 
negative relationship with the total crime rate.  
 
3.2. Geographically Weighted Poisson Regression 

(GWPR) Modeling 
 

The optimum bandwidth and weight selection in 
the GWPR model is the same as the GWR method, 
namely, using the minimum AIC and CV values. 

 
Table 4. Optimum Weight Selection GWPR Model 
 

Kernel AIC Bandwidth CV 
Adaptive Gaussian 6350.999 37 7457063 
Adaptive Bisquare 6427.427 37 8011424 
Fixed Gaussian 6426.946 17.47546 7844091 
 

Based on Table 4, the weighting with the minimum 
AIC value is the adaptive Gaussian kernel function 
equal to 6350.999 with an optimum bandwidth of 
37.  

The parameter estimation of the GWPR uses the 
weight of each location to build the model. By using 
the GWPR method, we obtain the model as follows 
for Jember Regency: 
�̂� = exp (−15.6412− 0.0181𝑋1 
+0.000017𝑋2 + 0.2183𝑋3 − 0.6419𝑋4             
+ 0.1157𝑋5
+ 0.7110𝑋6)                                                                                                                   
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This model shows that in Jember Regency, the 
variable percentage of poor people (𝑋1) and the 
average length of schooling (𝑋4) negatively correlate 
with the total crime rate in East Java. The variable 
population density (𝑋2), human development index 
(𝑋3), sex ratio (𝑋5), and poverty severity index (𝑋6) 
have a positive relationship with the total crime rate.  

 
3.3. Geographically Weighted Random Forest (GW-RF) 

Modeling 
 

Geographically Weighted Random Forest (GW-
RF) is one of the machine learning methods to 
overcome spatial heterogeneity in the data. GW-RF 
modeling begins with finding the optimum 
bandwidth and weight for building the GW-RF 
model. This research uses an adaptive kernel 
function and selects the optimum bandwidth based 
on the local GW-RF model's highest R-square (𝑅2) 
value. We build the model using the number of trees 
of 500 and find the optimum bandwidth value is 30. 

We compare and select the best model between the 
GWR, GWPR, and GW-RF to explain the studied 
problems by comparing the value of the Root Mean 
Square Error (RMSE), the value of the coefficient of 
determination (𝑅2), and the Mean Absolute 
Percentage Error (MAPE) indicators. A better model 
has  smaller RMSE and MAPE values, which means 
it has the smaller the error value of a model, the 
closer the predicted value is to the actual value [16]. 
A model's R-Square (R2) value is said to be good if 
the value is close to 1 [17].  

 
Table 5. Selection of the Best Model 
 

Criteria GWR 
Model 

GWPR 
Model 

GW-RF 
Model 

RMSE 356.2379 341.2200 80.4159 
𝑅2 0.3059 0.3631 0.9646 
MAPE (%) 84.2559 81.8773 19.3948 

 
Based on Table 5, the RMSE value of the GW-RF 

model is the smallest. The 𝑅2 value of the GW-RF 
model is closer to 1 compared to the 𝑅2 value of the 
GWR and GWPR models, and the MAPE value of 
the GW-RF model is smaller than the GWR and 
GWPR models. Therefore, GW-RF is the best model 
for explaining the problems studied in this study. 

 
3.4. Variable Importance 

 
This variable importance determines whether a 

variable has an important role in this modeling. The 
higher  value of variable importance, the more 
influential the variable is used [18].  

 

Table 6 gives the grouping of regencies/cities in 
East Java based on the three highest values of the 
variable importance for 38 regencies/cities. 

 
Table 6. Group of Locations Based on Three Most 
Important Variable  
 

Group Important 
Variable 

Regency/City 

1 𝑋1,𝑋3 and 𝑋4 Gresik, Bangkalan, and 
Pamekasan 

2 𝑋1,𝑋3 and 𝑋5 Tulungagung, Blitar 
Regency, and  Blitar 
City 

3 𝑋1,𝑋4 and 𝑋5 Malang 
4 𝑋2,𝑋3 and 𝑋5 Pacitan, Ponorogo, 

Trenggalek, Madiun, 
Magetan, Ngawi, Kediri 
City, and Madiun City 

5 𝑋2,𝑋4 and 𝑋5 Bojonegoro 
6 𝑋3,𝑋4 and 𝑋5 Kediri, Lumajang, 

Jember, Banyuwangi, 
Bondowoso, Situbondo, 
Probolinggo, Pasuruan, 
Sidoarjo, Mojokerto, 
Jombang, Nganjuk, 
Tuban, Lamongan, 
Sampang, Sumenep, 
Malang City, 
Probolinggo City, 
Pasuruan City, 
Mojokerto City, 
Surabaya City, and Batu 
City 

 
Based on Table 6, there are six groups of locations. 

The first group consists of three regions, namely 
Gresik Regency, Bangkalan Regency, and 
Pamekasan Regency with the important variable: the 
percentage of the poor population (𝑋1), human 
development index (𝑋3), and the average length of 
schooling (𝑋4). The second group has three 
members, namely Tulungagung Regency, Blitar 
Regency, and Blitar City with important variables:  
the percentage of poor people (𝑋1), human 
development index (𝑋3), and sex ratio (𝑋5). The 
third and fifth groups are minority groups with one 
regency/city, namely Malang and Bojonegoro 
Regency. The fourth group has eight regency/city 
members with important variable population density 
(X2), human development index (𝑋3), and sex ratio 
(𝑋5). The sixth group has the highest number of 
members, namely 22 regencies/cities with the 
important variables the human development index 
(𝑋3),  average length of schooling (𝑋4), and sex 
ratio (𝑋5). Figure 1 exhibits the groups of East Java's 
38 regencies/cities based on the variable importance. 
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Figure 1. Mapping of Locations Based on Three Most 
Important Variables 

 
4. Conclusion 

 
The modeling of criminal cases in East Java in this 

research contains multicollinearity and spatial 
heterogeneity in the data. We investigate the GWR, 
GWPR, and GW-RF methods for handling 
multicollinearity in the spatial data. The GWR and 
GWPR modeling use Adaptive Gaussian, Adaptive 
Bisquare, and Fixed Gaussian kernels. We find that 
the best kernel to find the weight for the GWR model 
is the Fixed Gaussian kernel, while the GWPR model 
is the Adaptive Gaussian kernel. GW-RF modeling 
uses an adaptive kernel based on the nearest 
neighbor number. A comparison of the methods 
shows that the GW-RF method is superior to the 
GWR and GWPR methods in explaining crime cases 
in East Java, 2020. It has the lowest RMSE and 
MAPE values and the R-Square value close to 1. 
There are six groups of regencies/cities based on the 
three most important variables using the GW-RF 
model. The important variables vary between 
locations. The poverty severity index does not 
include the three most important variables in all 
locations of East Java Province.  
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